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#### Abstract

The results of computer simulations of X-ray spherical wave dynamical Laue diffraction in a perfect crystal of a special shape are presented. Namely, the crystal has a triangular cutout on the exit surface with the angle $2 \theta$ less than $2 \theta_{B}$, where $\boldsymbol{\theta}_{\mathrm{B}}$ is the Bragg angle. The effect of a strong increase in the intensity near the triangular cutout is found in the case of a thick crystal. It is demonstrated that the X-ray beam intensity can be increased up to seven times under the conditions of the Borrmann effect. The fast Fourier transform (FFT) algorithm is used at the first step where simulations of spherical wave Laue diffraction in a perfect crystal slab are performed. Thus, the X-ray fields are obtained in front of the triangular cutout which are used as boundary conditions for the second step. At the second step, a direct numerical solution of the Takagi equations is used. The effect of a strong increase in intensity is observed for all source-to-crystal distances including the distance of diffraction focusing. This effect is explained in terms of a crystal propagator.


effective numerical method for a solution of the Takagi equations was proposed (see, for example, previous study ${ }^{[11]}$ ).

The theory of X-ray spherical wave diffraction was developed further in the work by Afanas'ev and Kohn, ${ }^{[12,13]}$ where the effect of diffraction focusing was discovered under the conditions of a large source-to-detector distance. Numerous works were performed with the aim of imaging crystal lattice defects such as dislocations, stacking faults, and so on, both experimentally and theoretically (see references in the book ${ }^{[14]}$.

In several works, the structure of inhomogeneous wave fields in a perfect single crystal of special shape was investigated. In this case, both analytical and numerical approaches can be used. Crystals with a cross-section in the scattering plane such as a parallelepiped or a cylinder were considered in the studies. ${ }^{[15-20]}$ Recently such problems have been investigated again. ${ }^{[21,22]}$

In this work, we investigate theoretically a problem of X-ray spherical wave diffraction in a thick perfect single crystal having the shape of a slab with a triangular cutout on the exit surface. The method of computer simulations is used. Note that such a shape of a crystal was preliminarily investigated in the early work by Afanas'ev and Kohn ${ }^{[23]}$ by means of analytical approach for a plane incident wave. The motivation for that work was an etch-pit visibility problem seen on the X-ray topographs. The effect of interference with a strong increase in the intensity was discovered. In this work, we analyze this effect in more detail and in the general case of an incident spherical wave. Our results can stimulate the experimental studies of a strong X-ray interference effect.

In the next section, the formulation of a problem and the method of computer simulations are presented. The results and discussion are presented in the subsequent sections.

## 2. Problem Formulation and Computer Simulation Method

We consider an experimental setup shown in Figure 1. The X-ray monochromatic spherical wave from the point source located at the distance $L$ from the crystal has a finite angular divergence. The crystal shape is a slab of the thickness $t$ with a cutout of


Figure 1. Experimental setup on which computer simulations are based. Here $S$ is the X -ray source, $T$ is the transmitted beam, and $R$ is the reflected beam.
the triangular form of the height $t_{0}$ on the exit surface. In a synchrotron radiation case, each point of the transverse section of a real source can be considered as being independent of other points due to a spontaneous origin of radiation impulses (wave trains) created by separate electrons inside the bunch. Therefore, a point source only creates coherent radiation. The radiation is monochromated by a standard Si double-crystal monochromator (not shown).

The triangular cutout is a reason of spatial inhomogeneity of beam intensity measured by two detectors for both the transmitted and reflected beams. They are located at some distance from the crystal for eliminating beam interference. For the sake of simplicity, we will consider the intensity of these beams on the exit surface of the crystal. The task can be divided into two steps.

At the first step, we consider diffraction of an X-ray monochromatic spherical wave in the crystal slab of the thickness $t_{1}=t-t_{0}$. In this case, the intensity inhomogeneity along the crystal surface (the $x$ axis) arises from the incident spherical wave only. It is convenient to solve the task by means of Fourier transformation. At this point, the $z$ and $x$ coordinates are counted along and normal to the direction from the source to the crystal. The $x$ projection of the incident wave can be described within paraxial approximation as the modified Fresnel propagator introduced by Kohn. ${ }^{[24]}$
$P(x, L)=(i \lambda L)^{-1 / 2} \exp \left(i \pi \frac{x^{2}}{\lambda L}-e_{1} \frac{x^{2}}{x_{\mathrm{r}}^{2}}\right)$
where $\lambda$ is the radiation wave length, $e_{1}=\ln 2 / 2,2 x_{\mathrm{r}}=L \alpha_{\mathrm{d}}$ is the beam intensity FWHM (full width at half maximum) at the distance $L$, and $\alpha_{\mathrm{d}}$ is the beam angular divergence. The Fourier image of this function is equal to
$P_{\mathrm{r}}(q, L)=C_{\mathrm{r}}^{-1 / 2} \exp \left(-i \frac{\lambda L}{4 \pi C_{\mathrm{r}}} q^{2}\right)$
where $C_{\mathrm{r}}=1+i \sigma, \sigma=\lambda L e_{1} / \pi x_{\mathrm{r}}^{2}$.
We consider the normalized incident wave as
$E_{i}(x)=(\lambda L)^{1 / 2} \exp (i K z) P(x, L)$,
where $K=2 \pi / \lambda$. The incident wave can be represented as a superposition of plane waves by means of the Fourier integral
$E_{i}(x)=(\lambda L)^{1 / 2} \int \frac{\mathrm{~d} q}{2 \pi} \exp (i K z+i q x) P_{r}(q, L)$.
We note that $|q| \ll K$. Therefore, $q=K \theta$ describes a small angular divergence of the incident wave. The integrand is a plane wave with the wave vector $\mathbf{k}_{0}=(q, 0, K)$. We assume that the crystal is oriented near the Bragg angle for symmetrical Laue diffraction with the reciprocal lattice vector $\mathbf{h}$. It is well known that the transmitted wave direction (the wave vector) stays unchanged due to plane wave diffraction in the crystal slab having a perfect crystal lattice. ${ }^{[14,25]}$

Therefore, we can write the following equation for the transmitted wave
$E_{0}\left(x, t_{1}\right)=(\lambda L)^{1 / 2} \int \frac{\mathrm{~d} q}{2 \pi} \exp (i q x) P_{\mathrm{r}}(q, L) A_{0}\left(q, t_{1}\right)$
Here and below we omit the factor $\exp (i K z)$ because it does not influence the intensity. The transmission amplitude is well known ${ }^{[14,25,26]}$ and can be written in the form convenient for calculations
$A_{0}(q, t)=\frac{\exp (M+G)+x_{1}^{2} \exp (M-G)}{1+x_{1}^{2}}$
Here
$M=i\left[X_{0}+\alpha_{q}\right] \frac{t}{2 \gamma_{0}}, \quad G=i g \frac{t}{2 \gamma_{0}}, \quad g=\left(\alpha_{q}^{2}+X^{2}\right)^{1 / 2}$,
$x_{1}=\frac{\alpha_{q}+g}{X}, \quad X_{0}=K \chi_{0}, \quad X=K\left(\chi_{\mathrm{h}} \chi_{-\mathrm{h}}\right)^{1 / 2}$,
$\alpha_{q}=\left(q-q_{0}\right) \sin \left(2 \theta_{\mathrm{B}}\right), \quad \gamma_{0}=\cos \left(\theta_{\mathrm{B}}\right)$
The parameter $g$ has a positive imaginary part; $\chi_{0}, \chi_{h}$, and $\chi_{-h}$ are the Fourier components of crystal susceptibility for the reciprocal lattice vectors $\mathbf{0}, \mathbf{h}$, and $-\mathbf{h}$; $\theta_{\mathrm{B}}$ is the Bragg angle; the parameter $q_{0}=K \theta_{0}$ describes a possible deviation of the crystal orientation from the Bragg position.

The similar equation can be written for the reflected wave with the base wave vector $\mathbf{k}_{0}+\mathbf{h}$
$E_{h}\left(x, t_{1}\right)=(\lambda L)^{1 / 2} \int \frac{\mathrm{~d} q}{2 \pi} \exp (i q x) P_{r}(q, L) A_{h}\left(q, t_{1}\right)$
where
$A_{\mathrm{h}}(q, t)=\frac{X_{\mathrm{h}}}{2 g}[\exp (M+G)-\exp (M-G)]$
Here $X_{h}=K \chi_{\mathrm{h}}$.
At the second step, we consider diffraction of the X-ray monochromatic inhomogeneous wave inside the crystal slab having an inhomogeneous structure along the crystal surface. At this point, the $x$ and $z$ coordinates are counted along and normal to the crystal surface. This task has to be solved by means of the Takagi equations ${ }^{[3]}$
$\frac{2}{i} \frac{\partial E_{0}}{\partial s_{0}}=X_{0} E_{0}+X_{-\mathrm{h}} \exp (i \mathbf{h u}) E_{\mathrm{h}}$
$\frac{2}{i} \frac{\partial E_{\mathrm{h}}}{\partial s_{\mathrm{h}}}=\left[X_{0}+2 \alpha_{q}\right] E_{\mathrm{h}}+X_{\mathrm{h}} \exp (-i \mathbf{h u}) E_{0}$
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Here $X_{-\mathrm{h}}=K \chi_{-\mathrm{h}}, s_{0}$ and $s_{\mathrm{h}}$ are the coordinates along the transmitted and reflected beams, $\mathbf{u}$ is the displacement vector of possible deformation of the crystal lattice, $\alpha_{q}=$ $K\left[\theta-\theta_{0}\right] \sin \left(2 \theta_{\mathrm{B}}\right)$ where $\theta$ and $\theta_{0}$ are the deviations of the incident wave direction and crystal orientation from the Bragg position.

It is convenient to make the substitution $E_{\mathrm{h}}=E_{\mathrm{h}}^{\prime} \exp (-i \mathbf{h u})$ and write the equations in the other form
$\frac{p}{2} \frac{\partial E_{0}}{\partial s_{0}}=A_{0} E_{0}+A E_{\mathrm{h}}^{\prime}, \quad \frac{q}{2} \frac{\partial E_{\mathrm{h}}^{\prime}}{\partial s_{\mathrm{h}}}=B E_{0}+\left[B_{0}+W\right] E_{\mathrm{h}}^{\prime}$
where

$$
\begin{align*}
& A_{0}=i X_{0} p / 4, \quad A=i X_{-\mathrm{h}} p / 4, \quad B_{0}=i X_{0} q / 4, \\
& B=i X_{h} q / 4, \quad W=i\left[\alpha_{q}+\frac{d \mathbf{h} \mathbf{u}}{d s_{\mathrm{h}}}\right] \frac{q}{2} \tag{13}
\end{align*}
$$

In this work, we are interested in the task where $\mathbf{u}$ is equal to zero (the perfect crystal), but the parameters $\chi_{0}, \chi_{h}$, and $\chi_{-h}$ are not constant, i. e., they depend on the coordinates inside the crystal. Here $p$ and $q$ are the parameters which are determined during an approximate numerical solution of the Takagi equation. Namely, we consider a crystal slab with the surface parallel to the $x$ axis. We divide it into the layers of the thickness $d_{z}$. Then $p$ and $q$ are the distances inside the layer along the transmitted and reflected beams. In the case of symmetrical Laue diffraction, $p=q=d_{z} / \gamma_{0}$.

We need to replace derivatives by difference ratios for numerical solution of Equation (12). We will use the method which was proposed by Epelboin, ${ }^{[11]}$ where the derivatives are calculated as
$p \frac{\mathrm{~d} f(x-p / 2)}{\mathrm{d} x}=f(x)-f(x-p)$
In addition, the function values between the layer boundaries are calculated approximately as
$2 f(x-p / 2)=f(x)+f(x-p)$
We apply Equation (14) and (15) for Equation (12) and obtain a set of linear equations for the amplitudes of the transmitted and reflected waves at a set of points with the period $d_{z}$ along the $z$ axis and the period $\mathrm{d}_{x}=2 \mathrm{~d}_{z} \tan \theta_{\mathrm{B}}$ along the $x$ axis.

The solution of these equations $E_{2}^{(\text {new })}$ can be calculated as a product of the Matrix $M_{2,4}$ and the vector $E_{4}^{\text {(old) }}$, namely,
$E_{2}^{(\text {new })}=M_{2,4} \times E_{4}^{(\text {old })}$
where
$E_{2}^{(\text {new })}=\left[E_{0}\left(s_{0}, s_{h}\right), E_{h}^{\prime}\left(s_{0}, s_{h}\right)\right]$
$E_{4}^{\text {(old) }}=\left[E_{0}\left(s_{0}^{-}, s_{h}\right), E_{h}^{\prime}\left(s_{0}^{-}, s_{h}\right), E_{0}\left(s_{0}, s_{h}^{-}\right), E_{h}^{\prime}\left(s_{0}, s_{h}^{-}\right)\right]$
$M_{2,4}=D^{-1}\binom{A_{0}^{(+)} W_{1}^{(-)}, A W_{1}^{(-)}, A B, A W_{1}^{(+)}}{A_{0}^{(+)} B, A B, A_{0}^{(-)} B, A_{0}^{(-)} W_{1}^{(+)}}$

Here $s_{0}^{-}=s_{0}-p, s_{h}^{-}=s_{h}-q$,
$A_{0}^{( \pm)}=1 \pm A_{0}, W_{1}^{( \pm)}=1 \pm W_{1}$,
$W_{1}=W+B_{0}, D=A_{0}^{(-)} W_{1}^{(-)}-A B$
We start with the entrance boundary of the first layer where the amplitudes $E_{0}$ and $E_{h}^{\prime}$ are known from the boundary conditions and apply the product $E_{2}^{\text {(new) }}=M_{2,4} \times E_{4}^{\text {(old) }}$ to obtain the values at the exit boundary which is the entrance boundary for the next layer. Thus, we obtain the amplitudes at all points along the $x$ and $z$ axes.

Note that the number of points along the $x$ axis decreases by one in each step. Therefore, to obtain the solution inside the region of size $N_{x} d_{x}$ along the $x$ axis, we need to know the boundary conditions inside a region of the size $\left(N_{x}+N_{z}\right) d_{x}$, and the thickness of the second part of the sample will be $t_{0}=N_{z} d_{z}$ (see Figure 2). Here $N_{x}$ is the number of periods on the exit surface of the crystal, and $N_{z}$ is the number of layers.

If the crystal contains amorphous subareas inside the considered area, the matrix $M_{2,4}$ in such subareas has the form
$M_{2,4}=D^{-1}\binom{A_{1}^{(+)} B_{1}^{(-)}, 0,0,0}{0,0,0, A_{1}^{(-)} B_{1}^{(+)}}$
where
$A_{1}^{( \pm)}=1 \pm A_{1}, B_{1}^{( \pm)}=1 \pm B_{1}$,
$A_{1}=i X_{1} p / 4, B_{1}=i X_{1} q / 4, D=A_{1}^{(-)} B_{1}^{(-)}$
and $X_{1}=K \chi_{1}, \chi_{1}$ is the susceptibility of the amorphous area which can have another chemical composition. Inside the empty space $\chi_{1}=0$, and the matrix $M_{2,4}$ has a very simple form. In the symmetrical case $B_{1}=A_{1}$.

In such an approach, the results of the first step form the boundary conditions for the second step. However, the sets of points in the first and second steps are different. Therefore, we need to interpolate the first set of points to the second one. In addition, it is necessary to consider the Bragg angle between the $x$ axes at the first and second steps.

All equations were written for sigma polarization when the electric field vectors of the transmitted and reflected waves are directed normal to the scattering plane. Such a situation is typical for the experiments with synchrotron radiation. In the case of pi polarization, the parameters $\chi_{h}$ and $\chi_{-h}$ have to be multiplied by the factor $\cos \left(2 \theta_{\mathrm{B}}\right)$.

For a computer experiment, we have chosen a Si crystal, the photon energy $E=8.048 \mathrm{keV}(\mathrm{CuK} \alpha$ characteristic radiation),


Figure 2. Set of points for a numerical solution of the Takagi equations.
and the 220 reflection. In this case, $\theta_{\mathrm{B}}=23.651^{\circ}$. The parameters $\chi_{0}, \chi_{h}$, and $\chi_{-h}$ were calculated by means of the online computer program created by Kohn. ${ }^{[27]}$ Amplitudes in Equation (6) and (9) were normalized to the unit sum of the transmitted and reflected intensities at the Bragg angle when $\alpha_{q}=0$.

Such normalization is useful for the large distance $L$ when the incident spherical wave close to a plane wave near the triangular cutout. It is not the case for a small distance when the intensity at the detector becomes very small for a thick crystal. The reason for this is that a thick crystal selects only a small part of the angular width of the incident wave near the Bragg angle where the Borrmann effect takes place.

Fourier integrals in Equation (5) and (8) were calculated by means of the FFT (Fast Fourier Transform) procedure which was incorporated in the ACL programming language ${ }^{[28]}$. Fortran code of this procedure has been known since the middle of the last century as a part of the NAG library. We use a set of points with the number $N=16384$. We choose the step $d_{x}$, whereas $d_{q}=K d_{\theta}=2 \pi /\left(N d_{x}\right)$ and the calculation region in the reciprocal space $N d_{q}$ should be large enough the integrand to be zero out of this region.

Note that amplitude in Equation (6) equals $\exp \left(i X_{0} t / 2 \gamma_{0}\right)$ in the limit $|q| \rightarrow \infty$, and it is not zero for a thin crystal layer. That is why it is useful to consider finite angular divergence of the incident wave, i.e., the finite parameter $\alpha_{d}$ in Equation (1) and (2). In real experiments the angular divergence is always finite.

It is important to control a position of the Borrmann fan in space. Fourier integrals in Equation (5) and (8) give nonzero values only for $x<0$, because the point $x=0$ corresponds to all rays out of the Bragg diffraction region. It is convenient to shift the origin of the $x$ axis so that the point $x=0$ corresponds to the middle point of the Borrmann fan for the small distance $L$. Additional shift on the distance $x_{\mathrm{s}}=-L \theta_{0}$ should be performed to correct the Bragg direction on the crystal.

A proper choice of the beam center is very important for a thick crystal layer because only the center of the Borrmann fan corresponds to rays in the center of dispersion surface of two-beam diffraction for which the anomalous transmission effect takes place. Such a shift may be performed by means of multiplicating the integrand by the factor $\exp \left(i q\left[L \theta_{0}-t \sin \theta_{\mathrm{B}}\right]\right)$.

The computer program was written in the ACL programming language. ${ }^{[28]}$ This language is interpreted by the program written in Java. It allows a user to quickly create the graphics and animations of numerical results.

## 3. Strong Intensity Increase Near the Triangular Cutout in a Thick Crystal

If the distance $L$ is very large, for example, 25000 m , the incident spherical wave is close to the plane wave. We consider the crystal layer of $t_{1}=800 \mu \mathrm{~m}$ before the cutout and a height of the cutout $t_{0}=150 \mu \mathrm{~m}$. The solution of the Takagi equations were obtained on a set of points with $d_{z}=0.05 \mu \mathrm{~m}, N_{z}=3000$, and $N_{x}=3000$. The angle of the cutout was $\theta=14.723^{\circ}$. In this case, $\tan (\theta) / \tan \left(\theta_{B}\right)=0.6$.

The computer simulation results are shown in Figure 3. Note that normal absorption in the first layer is very large ( $\mu_{0} t_{1} / \gamma_{0}=12.3$ ), whereas the anomalous absorption is acceptable


Figure 3. Intensity distribution in the area of an empty triangular cutout on the exit crystal surface.
$\left(\mu_{a} t_{1} / \gamma_{0}=0.38\right)$. Here, $\mu_{0}=\operatorname{Im}\left(X_{0}\right), \mu_{a}=\operatorname{Im}\left(X_{0}-X_{h}\right)$. Therefore, only the weakly absorbing wave reaches the cutout, and the extinction effect is absent. The intensity is homogeneous along the $x$ axis because the incident wave is very close to a plane wave, and it depends very weakly on the $z$ coordinate because the interference is absent.

The cutout disturbs the wave inside the Borrmann fan with the angle $2 \theta_{\mathrm{B}}$ (i.e., inside the triangle ade in Figure 4). We can distinguish three areas: A) the area of cutout (triangle $b c e)$; B) the left boundary region along the reflected beam (R-beam) direction (triangle abe); C) the right boundary region along the transmitted beam (T-beam) direction (triangle $c d e$ ). The pictures for the R-beam and T-beam is shown in the Figure 3 as R-picture and T-picture. They are fully antisymmetric.

Inside the region (A), we find the interference fringes with a small amplitude and a long period in the direction of the T-beam in the R-picture, and the R-beam in the T-picture. The most interesting is the effect of a strong intensity increase in the region (B) in the R-picture and in the region ( C ) in the T -picture. The maximum intensity in these regions is up to seven times higher compared with the intensity in the normal region.

To understand what happens, we need to get more information. Let us consider another case where the cutout is filled with a very strongly absorbing material that prevents passage of radiation through the cutout from one side region to another. The results of calculation in such a case are shown in Figure 5. We use the same intensity scale for the sake of comparison with Figure 3.


Figure 4. Borrmann fan with a triangular cutout. See text for details.


Figure 5. Intensity distribution in the area of a triangular cutout on the exit crystal surface filled by a strongly absorbing material.

In this case, the maximum intensity is two times smaller than that in Figure 3. In addition, the interference fringes are parallel to the boundary of the cutout. Inside the cutout, the intensity is zero due to strong absorption. It looks like in this case the interference of two rays takes place and the maximum intensity is slightly less than 4 . In the case of Figure 3, the interference of three rays occurs and the maximum intensity is slightly less than 9 . The third ray goes from one side to the other one through the empty space.

The results of Figure 3 were obtained previously in the work ${ }^{[23]}$ in the case of an incident plane wave by means of applying the crystal propagator. In that work, the corrections to the wave amplitude in an undisturbed crystal were considered, namely,
$e_{k}(\mathbf{r})=\left(E_{k}(\mathbf{r})-A_{k}(z)\right) F_{0}^{-1}(z), \quad k=0, h$,
where $E_{k}(\mathbf{r})$ are the solutions of Takagi Equation (10) and (11), $A_{k}(z)$ are the solutions for the undisturbed crystal. If $\alpha_{q}=0$, in the case of a thick crystal, the approximation
$A_{k}(z)=C_{k} F_{0}(z) F_{h}^{-1}(z), \quad F_{0, h}(z)=\exp \left(i X_{0, h} z / 2 \gamma_{0}\right)$
is valid, as it follows from Equation (6) and (9). Here $C_{k}$ is the constant.

Let us consider the region (B) in the R-picture. We are interested in $e_{h}(\eta)$ on the line $z=t$ where $\eta=x_{0}-x, x_{0}$ is the coordinate at the cutout boundary (the point $b$ in Figure 4). We can write the integral equation ${ }^{[23]}$ as follows

$$
\begin{align*}
& e_{h}(\eta)=e_{h}\left(\xi_{\eta}\right)-\frac{1}{4} b^{2} \varepsilon \eta \int_{0}^{\xi_{\eta}} d \xi e_{h}(\xi)  \tag{25}\\
& \quad \times U\left(b\left[\left(\xi_{\eta}-\xi\right)\left(\xi_{\eta}-\xi+\varepsilon \eta\right)\right]^{1 / 2}\right)
\end{align*}
$$

where

$$
\begin{align*}
& U(x)=2 \frac{J_{1}(x)}{x}, \quad \xi_{\eta}=\xi_{0}-\eta D, \quad \xi_{0}=\frac{t_{0}}{\gamma}  \tag{26}\\
& D=\frac{\gamma_{0}}{\sin \left(\theta_{B}-\theta\right)}, \quad \varepsilon=D+\frac{\gamma_{0}}{\sin \left(\theta_{B}+\theta\right)}, \quad \gamma=\cos (\theta)
\end{align*}
$$

Here, $J_{1}(x)$ is the Bessel function of the first order; the integral is calculated along the left boundary of the triangular cutout from $t_{1}$ to $z_{\xi}=t_{1}+\gamma \xi$
$b=X \frac{\left[\sin \left(\theta_{B}-\theta\right) \sin \left(\theta_{B}+\theta\right)\right]^{1 / 2}}{\sin \left(2 \theta_{B}\right)}$
Derivation of Equation (25) is done in Appendix.
In the general case, the function $e_{h}(\xi)$ is not known. However, it is not the case if we consider a strong absorber as in Figure 5. In this case, $E_{h}(\xi)=0$ and
$e_{h}(\xi)=-A_{h}\left(z_{\xi}\right) F_{0}^{-1}\left(z_{\xi}\right)=-C_{h} F_{h}^{-1}\left(z_{\xi}\right)$
Let us consider the ratio $R_{h}(\eta)=E_{h}(\eta) / A_{h}(t)$. Considering Equation (25) and (28), we obtain

$$
\begin{align*}
& R_{h}(\eta)=1-F_{h}(\gamma D \eta)+\frac{1}{4} b^{2} \varepsilon \eta \int_{0}^{\xi_{\eta}} d \xi F_{h}\left(t_{0}-\gamma \xi\right)  \tag{29}\\
& \quad \times U\left(b\left[\left(\xi_{\eta}-\xi\right)\left(\xi_{\eta}-\xi+\varepsilon \eta\right)\right]^{1 / 2}\right)
\end{align*}
$$

We change an integration variable by the relation $\xi=\xi_{\eta}-\xi_{1}$ without a change in the limits and obtain finally
$R_{h}(\eta)=1-F_{h}(\gamma D \eta) G(\eta)$
where
$G(\eta)=1-\frac{1}{4} b^{2} \varepsilon \eta \int_{0}^{\xi_{\eta}} d \xi_{1} F_{h}\left(\gamma \xi_{1}\right) U\left(b\left[\xi_{1}\left(\xi_{1}+\varepsilon \eta\right)\right]^{1 / 2}\right)$
A peculiarity of Equation (30) is that it contains two terms, the second of which is complex valued. Therefore, the square modulus may demonstrate interference fringes with the constant period. We also note that the dependence on $t_{0}$ is defined by only the upper limit of integral in Equation (31). It is easy to understand that this dependence will be apparent only for small values of $t_{0}$ and only for $\eta$ values close to $\eta_{m}=t_{0} /(\gamma D)$.

Figure 6 shows the curve $\left|R_{h}(\eta)\right|^{2}$ calculated by means of Equation (30) and (31) for $z=950 \mu \mathrm{~m}$ and the parameters of Figure 5. One can see a good correspondence with the results of Figure 5 obtained by a direct solution of the Takagi equations. Note that the curve was improved for $\eta$ close to $\eta_{m}$ because Equation (28) is valid for all $\xi$ except the region of very small values where a thickness of the absorbing material is small. We do not know $e_{h}(\xi)$ in this region, but we know that $e_{h}(0)=0$.

Let us discuss physical basis of the effect of strong interference. In the region (B), the intensity of the R-beam has to be equal to zero at the cutout boundary because there is no incident wave in this boundary. As the radiation is not zero inside the


Figure 6. Intensity distribution in a part of the area of a triangular cutout on the exit crystal surface filled with a strongly absorbing material.
crystal, the most simple method to make zero intensity is to create a standing wave due to interference of two rays. In contrast, the intensity of the R-beam has to be close to a constant at the Borrmann fan boundary. Therefore, the amplitude of the standing wave has to decrease strongly on the way from the first boundary to the second one. We can see such a behavior of the intensity in Figure 6.

## 4. Distance Dependence of the Effect of a Strong Intensity Increase

There are many parameters of the task considered in this work. The first one is the distance $L$ between the point source and the crystal. The second one is the thickness $t_{1}$ of the perfect crystal layer. The third one is the crystal angular deviation $\theta_{0}$ from the Bragg position. The fourth one is the angle $\theta$ of the triangular cutout. The fifth one is the shift $\Delta x$ of the crystal relative to the incident beam when the triangular cutout position may be slightly out of the beam center. In this work, we discuss only the distance dependence.

The direct numerical calculations show that when $L$ decreases from 25000 to 50 m , the picture of Figure 3 remains approximately the same with one difference in the base intensity value $I_{0}$. Figure 3 shows the relative intensity $I(x, z) / I_{0}$; the value $I_{0}$ is not shown. It is assumed that the value $I_{0}$ corresponds to the bottom line of the figure.

According to Equation (3), the spherical wave intensity is equal to unity on the entrance surface of the crystal. If the incident wave is close to the plane wave, the intensity of the transmitted and diffracted waves for the crystal of the thickness $t_{1}=800 \mu \mathrm{~m}$ is close to $0.25 \exp (-0.38)=0.171$ due to the Borrmann effect. However, there is a diffraction focusing effect ${ }^{[12,13,29]}$ for the distance $L_{0}=C_{0} t$, where $C_{0}=\left|\chi_{h}\right|^{-1} \sin \left(\theta_{B}\right) \sin \left(2 \theta_{B}\right)$. In our case, $C_{0}=3.17 \times 10^{4}$. For the thickness $t_{1}$, we have $L_{0}=25.4 \mathrm{~m}$.

For this distance, the beam width inside the crystal becomes less than the width of the Borrmann fan $W_{0}=2 t_{0} \tan \left(\theta_{B}\right)$ near the triangular cutout. In addition, the maximum beam intensity becomes 20 times higher. If the distance $L$ is greater than 50 m , the intensity increases due to the focusing effect, but the beam width is rather large compared with $W_{0}$. As a result, the calculated picture of normalized intensity remains approximately the same as in Figure 3.

It is interesting that approximately the same pictures, as in Figure 3, were calculated for the distance $L$ less than 10 m . However, now the base intensity value $I_{0}$ is rather small and it decreases with a decrease in the distance. The reason for this is that in this case the beam becomes divergent with a rather large angular width. A thick crystal works as a collimator and it selects the narrow angular width near the Bragg angle where an anomalous transmission takes place. However, it is only a small part of total intensity. We can call this phenomenon as the antifocusing effect.

A very strong change in the picture occurs for distances near the focusing distance $L_{0}$. Figure 7 shows color maps of intensity distrubution for $L=30 \mathrm{~m}$ (top panel), 25 m (middle panel), and 20 m (bottom panel). In the top panel, the beam width decreases with an increase in the thickness; in the bottom panel, the beam width increases with an increase in the thickness; and in the


Figure 7. Intensity distribution in the area of an empty triangular cutout on the exit crystal surface for various distances $L=30 \mathrm{~m}$ (top panel), 25 m (middle panel) and 20 m (bottom panel).
middle panel, the focus position is just in front of the beginning of the cutout.

Despite the fact that the pictures have a rather complicated structure, the intensity increase effect takes place in all the cases. In this figure, the intensities on the maps are normalized to the maximum value. Let us denote the value of reflectivity on the bottom line of the pictures as $R_{1}$ and the maximum value as $R_{\mathrm{m}}$ and the same for transmissivity replacing $R$ by $T$.

Then, if the plane wave reflectivity and transmissivity at the Bragg angle are normalized by 0.5 (the sum is equal to unity), we obtain the following values: $R_{1}=3.0, R_{\mathrm{m}}=18.3, T_{1}=3.8$, $T_{\mathrm{m}}=15.5$ for $L=30 \mathrm{~m}, \quad R_{1}=7.8, \quad R_{\mathrm{m}}=20.2, \quad T_{1}=8.1$, $T_{\mathrm{m}}=20.3$ for $L=25 \mathrm{~m}$, and $R_{1}=3.7, R_{\mathrm{m}}=9.3, T_{1}=5.5$, $T_{\mathrm{m}}=13.3$ for $L=20 \mathrm{~m}$. Note that $R_{\mathrm{m}}$ and $T_{\mathrm{m}}$ have higher values if $\theta$ is close to $\theta_{B}$ and lower values with decreasing $\theta$.

## 5. Conclusion

The standard theory of X-ray Laue diffraction in a perfect crystal considers a crystal such as a slab with an infinite lateral size. Two wave fields have been discovered inside the crystal for which strong and weak absorption takes place. As a result, the interference fringes can be observed in a thin crystal with a period of extinction length. In a thick crystal, only one field exists and the fringes are absent.

We have found out that if the crystal has a triangular cutout on the exit surface, new kind of fringes can be observed. In addition, the intensity maximum can increase up to seven times. In this case, the boundary conditions become rather complicated, and it is simpler to obtain the results by means of a direct numerical solution of the Takagi equations with the Fourier components of crystal susceptibility variable in space. We show that the calculations based on the crystal propagator lead to the same results but can give better understanding of the intensity increase effect.

## Appendix: Derivation of Equation (25)

The integral equations for the wave amplitudes $E_{k}(\mathbf{r})$ were derived by Afanasev and Kohn ${ }^{[8]}$ from Takagi equations (10) and (11). The same equations are valid for the additional wave amplitude $e_{k}(\mathbf{r})$. In our case of a perfect single crystal, the wave field $e_{h}(\mathbf{r})$ on the line $a b$ is defined by the wave fields $e_{k}(\mathbf{r})$ on the line $a e b$ (see Figure 4). However, these fields are equal to zero on the line $a e$. Therefore
$e_{h}(p)=e_{h}\left(p^{\prime}\right)-\int_{e p^{\prime}} d s_{0} \frac{\partial R}{\partial s_{0}} e_{h}-\frac{i}{2} X_{h} \int_{e p^{\prime}} \mathrm{d} s_{h} R e_{0}$
Here, the coordinates $s_{0}$, $s_{h}$ are defined in Equation (10) and (11) and
$R=J_{0}\left(X\left(\left(s_{0 p}-s_{0}\right)\left(s_{h p}-s_{h}\right)\right)^{1 / 2}\right)$
where $J_{0}(x)$ is the Bessel function of zero order. The field $e_{0}\left(p^{\prime}\right)$ on the line be is a solution of the integral equation
$e_{0}\left(p^{\prime}\right)=\int_{e p^{\prime}} d s_{h} \frac{\partial R}{\partial s_{h}} e_{0}+\frac{i}{2} X_{-h} \int_{e p^{\prime}} d s_{0} \operatorname{Re}_{h}$
In our particular case of a triangular cutout, Equation (34) can be solved by means of the Laplace transform and we have the following results
$e_{0}\left(\xi_{\eta}\right)=i X_{-h} \gamma_{1} \int_{0}^{\xi_{\eta}} d \xi U\left(b\left[\xi_{\eta}-\xi\right]\right) e_{h}(\xi)$
where $\xi_{\eta}$ is the coordinate of the point $p^{\prime}$ on the line be and
$\gamma_{1}=\frac{\sin \left(\theta_{B}-\theta\right)}{\sin \left(2 \theta_{B}\right)}$

We substitute Equation(35) into Equation (32) and apply the Laplace transform once again. As a result, we obtain Equation (25).
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