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A new method for studying the internal structure of micro-objects using synchrotron radiation based on 
the use of a planar nanofocusing compound refractive lens is proposed. The method registers the integral 
intensity of radiation after passing through the object. In this case, locality is ensured by focusing the 
beam into a line of nanometer width. Phase contrast is not used. The profile of object thickness inside 
the x-ray beam is obtained immediately. However, the two-dimensional structure of the object image is 
calculated using the specific tomography method. The method does not require complex mathematical 
calculations and gives a result with a very high accuracy. An experiment was simulated with a silicon 
carbide substrate for typical values of all parameters to illustrate the operation of the method.

© 2023 Elsevier B.V. All rights reserved.
1. Introduction

Development of modern industrial technologies for obtaining 
bulk crystals of silicon carbide (SiC) and sapphire (Al2O3) has led 
to an improvement in their structural homogeneity. However, sub-
strates, made of these crystals and used in electronics, contain 
pores (for example, in SiC crystals) or gas inclusions (for exam-
ple, in Al2O3 crystals). These pores have become smaller and can 
be submicron or even nanometer in size. At the same time, the 
properties of nanoheterostructures grown by epitaxy, as well as 
graphene, obtained as a result of thermal destruction of the SiC 
surface [1] or deposition on sapphire [2], depend on the perfec-
tion of the substrates. Therefore, increased requirements are placed 
on diagnostic methods. X-ray techniques play an important role in 
bridging the gap between optical and electron microscopy.

Synchrotron radiation (SR) makes it possible to study the inter-
nal structure of objects and reveal micron-sized pores. However, a 
simple inline scheme of the experiment, based on taking into ac-
count absorption when rays pass through an object, is not applica-
ble to micro-objects [3]. The reason is that, along with absorption, 
a phase contrast arises. The latter is a local change in the radiation 
intensity, mainly associated with the interference of rays deflected 
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by the object and passing by it [4–6]. This change in intensity is 
zero on average. Therefore it does not change the integral inten-
sity. For large object sizes, even in coherent radiation, the phase 
contrast is averaged, because the oscillation period is very small, 
and a very high resolution of the detector is not required.

When the size of the object is reduced, either a strong mag-
nification of the image, i.e. X-ray microscopy (XM) [7], or a very 
high resolution of the position sensitive detector [8] is required. 
Accordingly, the role of absorption decreases, and the phase con-
trast has a relatively long period and is easily observed. To observe 
the phase contrast, high coherence is not required, but it is re-
quired for an adequate solution of the inverse problem [9–11]. The 
reason is that the phase contrast does not directly show the image 
of the object. This image is presented in the case of absorption by 
the function t(x, y) of the object thickness along the beam direc-
tion (z axis) at the point (x, y) in the plane normal to the beam 
direction. One has to use special methods for calculating t(x, y)

from the local distribution of intensity I(x, y) measured by the po-
sition sensitive detector. In the presence of both absorption and 
phase contrast, the inverse problem is solved poorly and not un-
ambiguously.

Usually, when solving the inverse problem, absorption is ne-
glected, since the changes in intensity with phase contrast are 
greater than the changes due to absorption. In addition, this ap-
proach requires strict control of the degree of coherence. This 
applies to all methods, including both XM [7] and coherent diffrac-
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Fig. 1. Scheme of the experiment. zs is the distance from the source to the PCRL, L
is the length of the PCRL, z f is the focal length, z1 is the distance from the sample 
to the detector, P C RL is the planar compound refractive lens, S is the sample, and 
D is the detector.

tion imaging [12,13] as well as ptychography [14]. Controlling the 
degree of coherence is a difficult task, as coherence can be de-
stroyed by many factors, not only by the physical size of the 
source. We also note that a necessary tool for such studies is a 
position sensitive detector with a high resolution, usually about 
1 μm, which is not available to everyone.

In this article we propose a fundamentally different method for 
imaging micro-objects, which is based only on absorption. It al-
lows one to get an image of an object, that is, a function t(x, y)

without solving the inverse phase contrast problem and with any 
degree of partial coherence. The phase contrast can be eliminated 
by measuring the integral SR intensity using a detector that sums 
up all the photons that have passed into the detector. In this case, 
the phase contrast is averaged and the intensity changes are deter-
mined only by absorption.

The locality of information on the object is formed by focusing 
the beam into a nanometer transverse size using a planar com-
pound refractive lens (PCRL) [15–17]. At present, the technologies 
for the production of PCRLs have become more complex, and the 
quality of the PCRLs themselves has greatly increased. We note 
that the current nanofocusing PCRLs are capable of focusing a 
beam to a size of no more than 20 nm [18]. Online programs have 
also been developed that calculate all the beam parameters when 
focusing with such PCRLs [19].

2. Description of the method of imaging micro-objects

The scheme of the experiment for using the new method is 
shown in Fig. 1. The SR beam after the monochromator, which is 
not shown in the figure, is focused by the PCRL in the vertical di-
rection. Usually the vertical dimension of the SR source is smaller 
than the horizontal one. Accordingly, a smaller transverse beam 
size can be obtained. A sample, for example, a SiC crystal contain-
ing pores of micron size and various shapes, is placed at a focal 
length z f from the PCRL, counting from its end. The detector is in-
stalled at an arbitrary distance z1 and measures all the radiation 
that enters it. The PCRL focuses the beam only in the direction of 
the Y axis. There is no locality along the X axis and the beam size 
is limited only by a slit.

PCRL is capable of forming a linear narrow beam with a length 
of up to 70 μm. The slit can be used to limit the SR beam to 
smaller values. In this way one point of dependence I(y) is ob-
tained. All points are obtained by moving the PCRL in the vertical 
direction with a small step. The step of such movement is de-
termined only by the required accuracy of the image. Currently, 
there are piezo movers capable of moving the sample with a very 
low speed, which, per step, can reach values of several nanome-
ters. The method described above makes it possible to obtain the 
dependence on the y-coordinate for the intensity integrated over 
the x-coordinate. Unfortunately, 2D compound refractive lenses for 
focusing the beam into a circle of nanometer diameter do not cur-
rently exist, and it is not yet clear how these can be performed, in 
principle.
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However, the problem of obtaining two-dimensional depen-
dence in the (x, y) plane can be solved by a special tomogra-
phy method. If one rotates the sample around the Z axis, two-
dimensional data set I(y, ϕ) can be registered, that is a sinogram. 
It is necessary to rotate the object within the 180 degrees range of 
ϕ angle values with a constant step. Then, using the tomography 
program, the sinogram can be converted into a tomogram which 
shows the dependence I(x, y). The desired dependence t(x, y) is 
obtained by taking the logarithm and multiplying by a constant 
coefficient.

There are no ambiguous mathematical calculations in this 
method. The resolution of the method is determined by the size of 
the beam at the focus of the lens. To obtain a small size of the SR 
beam at the focus, SR coherence is still necessary, since focusing 
is a special case of the phase contrast. The size of the beam at the 
focus is determined not only by the PCRL, but also by the trans-
verse size of the SR source. However, coherence may be partial. 
This simply reduces the resolution, but does not lead to significant 
errors.

The difference between the new method and the standard to-
mography method (STM), based on absorption, is that here it is 
necessary to take the logarithm not of the sinogram, but of the to-
mogram. At each point we obtain the integral intensity along the 
transverse coordinate x. In the STM one uses the local intensity 
along the x coordinate and immediately gets the function t(x, ϕ), 
where ϕ is the angle of rotation of the sample around the Y axis 
while the thickness t itself is the integral over z of the electron 
density ρ of the material. The result of STM calculations is the 
function ρ(x, z). In the new method of this article, tomography 
allows one to get the function I(x, y), which, after taking the log-
arithm, gives the dependence t(x, y).

It is known that the STM allows one to obtain a 3D dependence 
ρ(x, y, z). The new method allows one to obtain only one 2D pro-
jection t(x, y). It is only 2D image of the object, namely, an integral 
of ρ(x, y, z) over z coordinate. The function t(x, y) is obtained in 
the STM directly by a position sensitive detector for one measure-
ment. However, the STM is not applicable for micro-objects due to 
existence of the phase contrast.

The special tomography method has a peculiarity that is de-
scribed below. If one uses the filtered back projection (FBP) algo-
rithm [20], it is necessary to calculate the Fourier transform within 
the finite region. It is assumed in these calculations that the func-
tion is equal to zero outside this region, and the same should be 
on its boundaries. But the function I(x, y) cannot be equal to zero. 
If it is normalized to unity outside the object, therefore it is equal 
to unity on the boundaries. It looks as a jump exists at the bor-
der of the region, which leads to a strong artifact. As a result, 
the calculation shows the background which is close to zero only 
in the center of the region, and it increases very strongly near 
the boundaries. The described situation can be corrected as fol-
lows. When normalizing the intensity outside the object by unity, 
it is necessary to subtract the unity at each point of the object 
when calculating the sinogram, that is, to subtract the number of 
points of the computational grid from each sinogram value. After 
the calculation it is necessary to add this unity to each point of 
the tomogram.

Since in this method the contrast is determined only by ab-
sorption, it will be weak for micro-objects, and it is better to use 
radiation with low photon energy. On the other hand, it is nec-
essary to have many photons to prevent spoiling the contrast by 
shot noise, because it is known that the relative magnitude of shot 
noise is equal to one divided by the square root of the number 
of photons. Therefore, when studying pores in crystals, one should 
try to have samples as thin as possible.
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Fig. 2. Function t(x, y) of the initial thickness of voids along the direction of beam 
propagation for the modeled sample in the transverse plane on the computational 
grid with a linear size of 25.6 μm. The sample has 4 spherical pores and one ellip-
soid, which partially overlaps with the spherical pore. The diameter of the largest 
spherical pore is 8 μm.

3. Computer simulation of the experiment

As an illustration of the method, we performed a computer 
simulation of the experiment for the following parameters: photon 
energy 6.2 keV, vertical size of the source 100 μm, distance from 
the source to the PCRL zs = 14 m. The parameters of the SR source 
correspond to the 2nd generation source at the Kurchatov Institute 
(Moscow) [21]. The PCRL on the silicon surface has 10 elements 
with an aperture of 50 μm, a radius of curvature of 6.25 μm, and 
a material thickness between the parabolic surfaces of 2 μm. The 
calculation using the online program [19] for the specified condi-
tions gives a full width at half maximum (FWHM) of 0.332 μm for 
the Gaussian curve of SR intensity at the focus, while for a point 
source the FWHM is 0.282 μm, i.e., the source size increases the 
beam FWHM at the focus by only 18%.

The sample is a silicon carbide (SiC) crystal plate with pores of 
various shapes and sizes. Fig. 2 shows the t(x, y) function for a 
simulated sample with pores. The function shows the pore thick-
ness along the direction of the SR beam in the transverse plane. If 
there are no pores t = 0 (black color). This is the minimum pore 
thickness. The maximum is tm = 8 μm (white color). The linear size 
of the computational domain is 25.6 μm. For calculations, a grid of 
points with a step of 0.1 μm and a number of points of 256 was 
used. The grid spacing corresponds to the vertical scanning spac-
ing of the focused beam through the sample. The picture shows 4 
spheres with diameters of 4, 6 and 8 μm and an ellipsoid with di-
ameters of 2, 12 and 8 μm along the X , Y and Z axes, respectively. 
The ellipsoid is rotated 30 degree from the vertical axis.

These data were used to calculate the sinogram shown in Fig. 3. 
Here the horizontal dimension is again 25.6 μm, and the vertical 
dimension corresponds to the range of angles from −90 to 90 de-
grees, which was calculated in 1 degree increments. The function 
t(x, y) shown in Fig. 2 was used to calculate the distribution of 
the difference in the intensity of the beam transmitted through 
the sample I(x, y) = exp(μ t(x, y)). Here μ is the absorption coef-
ficient of SR in a SiC crystal for the chosen photon energy. In this 
case, μ = 0.02998 μm−1. The presence of a void in the material 
leads to increase in intensity, which, in the absence of a void, is 
normalized to unity.

The function I(x, y) was summed over all points of the X axis 
for different values of the angle ϕ of sample rotation around the 
3

Fig. 3. A sinogram representing simulated experimental data. The horizontal axis is 
the y coordinate, and the vertical axis is the rotation angle ϕ of the sample. The 
function is the difference in the intensity integrated over the x coordinate due to 
the presence of pores in the sample.

Fig. 4. Detailed comparison of the initial (red curve) and calculated from the tomo-
gram (black curve) function t(x, y) at y = −2 μm.

Z axis, which corresponds to the sinogram I(y, ϕ). The size of 
the beam at the focus was taken into account by calculating the 
convolution of I(y) and a Gaussian function, which has FWHM of 
0.332 μm, as indicated above, at each value of the angle of rota-
tion. In addition, at each point of the y-dependence, the number 
of points 256 was subtracted to obtain a minimum of zero. As a 
result, it turned out that the minimum on the sinogram is zero 
with high accuracy and the maximum is 28.6 μm.

The sinogram simulates experimental data. The calculation of 
the tomogram was carried out using our own program which im-
plements the FBP algorithm [9]. After the calculation, the unity 
was added to each point. The calculation result in a form similar 
to Fig. 1 is not shown because a difference of the calculated func-
tion from the original one is so weak that the low resolution of 
the drawing is unable to show it. Note that the change in intensity 
I(x, y) obtained as a result of the calculation is in the range from 
1.006 to 1.277. That is, the contrast, defined as the ratio of the dif-
ference to the sum of the indicated values, is 0.12, which is not so 
small. Dependence t(x, y) is obtained after taking the logarithm of 
the tomogram and dividing by μ.

The difference between the calculated distribution and the orig-
inal one can be estimated from the minimum and maximum val-
ues. The values obtained were 0.26 μm and 8.22 μm, respectively. 
That is, the calculated distribution turned out to be higher than the 
original distribution, although all object sizes are reproduced with 
relatively high accuracy. Fig. 4 shows a comparison of the origi-
nal t(x) curve at a height of y = −2 μm with that calculated from 
the sinogram after taking into account the beam size. One can see 
that, on the whole, the method describes the objects well, but is 
not able to describe sharp thickness variation at their boundaries, 
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as well as the fact of object absence. The background, although 
not very high, is still not equal to zero. Even narrower beams are 
needed to improve accuracy. It is also necessary to search for a 
more advanced sinogram processing algorithm to eliminate the de-
fect of using the finite dimensions of the computational domain.
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